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• Kai Yu, kai_yu@dell.com 
– 16 years with Oracle Technology 
– Focus on Oracle RAC, Oracle VM and Oracle EBS 
– Oracle ACE Director, author and frequent presenter 
– IOUG Oracle RAC SIG President (2009-2010) 
– IOUG Virtualization SIG Board Member 
– 2011 OAUG Innovator of Year Award Winner 
– Oracle Blog: http://kyuoracleblog.wordpress.com/ 

 
• Dell Oracle Solutions Engineering: www.dell.com/oracle 

– Oracle Technology Solutions on Dell systems/storages  
– Dell | Oracle Solutions Components 
– Solutions stack: servers, storage, network, OS, virtualization, 

Oracle RAC, Oracle Applications 
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• Oracle Enterprise Grid Model 
• SUNY POC Project 

– Business Requirements 
– Grid Design and Implementation  
– Database Grid Scalability 
– Application Performance Tests  

• Dell 16 Node Grid Infrastructure for Oracle EBS DBs 
–  Oracle EBS Database Grid Design 
–  Grid Implementation on Oracle 11gR2 RAC  
–  Deploying Oracle EBS Databases on the Grid 

 
 

 

Agenda  
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Oracle Enterprise Grid 
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• Challenges to the Traditional Corporate Computing Architecture 
–  Consists of island-like systems 
–  Little or no resource sharing: low resources utilization 
–  Hard to dynamically adapt changing workload  
–  A lot of systems, too many Varity, difficult to manage 
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Oracle Enterprise Grid 
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• Enterprise Grid Architecture 

– Consolidate databases, applications onto a common Grid 
platform based on Dell servers and  storage resource. 

– Provide Platform as a Service  for the  databases  
– Provide Database as a Services based on cluster 

Infrastructure for  multiple applications. 
– Integrate all the resources to allow provisioning on demand: 

dynamically provisioning to meet the workload needs 

– Scalability and High Availability and Flexibility 
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• History: Mega Grid, A Joint project by Oracle, Dell, EMC and 
Intel 

Oracle Enterprise Grid 
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• Mega Grid: 
– Candidate for Grid model: 
– Multiple services by multiple tiered applications 
– Large number of resources: servers, network  storages 
– Case studies:  SUNY ITEC Grid and Dell IT Oracle EBS DB Grid 

• Oracle Technology Features for Grid Computing 
– Clustering technology: Oracle Clusterware and RAC 
– Database services 
– Automatic Storage Management 
– Oracle Enterprise Manager Grid Control 
– Load balancing 

 
 

 

 

Oracle Enterprise Grid 
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• SUNY (State University of New York System) Project: 
SUNY ITEC: SUNY Information Technology Exchange Center 
ITEC: Consolidate all applications of multiple SUNY campus 
 Challenges: 

Problems 

A lot of 
systems 

Too much 
variety 

Difficult to 
Manage 

Low 
Resource 
Utilization 

Numerous 
Single Points 

of Failure 

Desires 

Fewer 
Systems 

Less Variety 

Ease of 
Management 

Improved 
Resource 
Utilization 

High 
Availability 

SUNY Project: Business Requirements 

• Grid Computing to Rescue 

–Address all the desires 
–But – how to demonstrate it will    
   work 
–Without substantial investment? 
–How about a Proof-of-Concept?  
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• Multi-tier Hardware Configuration of the Grid 

Grid Design and  Implementation 



Global Marketing 

 
•  TWO LAYERS OF GRID 

– Servers:  
        Application servers offer application services using VM 
        Database servers offer database services for applications  
– Storage:   
        ASM provides storage services for all the databases  
        ASM virtualizes the storage services using ASM diskgroups 
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•  Database Grid Architecture Design: 

– Consolidate 10 databases on a single 8 node RAC  to 
provide 10 database services for 10 ERP applications  

– Initial 3 instances for each database service 
– Dynamic database instance reallocation 
– Allow provisioning of additional nodes on demand 
– Enterprise Manager Grid control  for Grid Management 
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•  Database services  

–  Create 3 instances per each database service 
       $srvctl add service –d DB2 –s db2_srv –r db21, db22, db23 

          $srvctl status service -d db2 
            Service db2_s is running on instance(s) db23, db22, db21 

      Connect to Database using services in tnsnames.ora 
       Dynamic database instance reallocation 

•  Database services built on Oracle RAC 
– Eight database servers 
– Two private interconnect network switches  
– Fibre Channel storage connections with dual HBAs 
– Dell EMC SAN with 45 spindles  

 
  

Grid Design and  Implementation 
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•  Storage Grid Implementation for Storage Services  
– Redundant IO Paths between PE 2950 and CX3-40: 
    Two HBAs per server 
    Two Fiber Channel Switches 
    Two CX3-40 storage processors SPA and SPB 
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Grid Design and  Implementation 
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•  Enterprise  Manager Grid Control for Grid Management 

– Oracle Enterprise Manager Grid Control 
– Manage both Applications services and Database services  
– Dynamic Database Instance Management 
– Allow provisioning of additional nodes on demand 
– Performance Monitoring  
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Databases on the Grid 

 

 

 

 

 

 

 

 

 
 

Grid Design and  Implementation 



Global Marketing 

 

• All the servers monitored by Oracle Enterprise Manager         
Monitor  the performance and workload of the entire Grid 
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•  Use Grid Control to test: 
– Dynamic Database Instance Management 
– Dynamic Scale out Grid 

•  Dynamic Database Instance Management 

– Add instance to a database service: 
For example, add the four instance db44 to db4: 
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Add an instance to a database  
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Drop an instance from a database  
   For example, drop the four instance db44 from db4: 
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•  Dynamic scale out the Grid By adding a new node 
– Prepare a new node (OS, network, access to the shared 

storage, EM agent install) 
– Scale out the RAC to a new node using EM  Provisioning 

Pack  
Use “One Click Extend Cluster Database” procedure  
Predefined deployment procedure in EM provisioning  
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 Select the database to be extended 
 Select the new server and fill the server information 
 Submit the RAC extend Job 
 

Database Grid Scalability 
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• Check the job status  

Database Grid Scalability 
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  Before adding bnode7        After adding bnode7 

Database Grid Scalability 



Global Marketing 

   POC Test Basis 

• Based on work done in 2006 with Texas Tech 
• We narrowed the breadth of tests  
• Increased the user load from 1 campus to 10 
• Focused on peak user load: student registration 
• Use LoadRunner workload generators to simulate 
   simultaneous user actions 
 
 
    
 
 

Application Performance Tests 
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Testing Points (users) 

Function 1+1 3+3 5+5 

Student 

Registration (A) 

400 1200 2000 

Student 

Registration (B) 

400 1200 2000 

View Class List 250 750 1250 

Add/Drop 

Classes 

200 600 1000 

View Grades 1000 3000 5000 

Total 2,250 6,750 11,250 

Application Performance Tests 
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    Traditional Registration Response Time 

Application Performance Tests 
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    Traditional Registration Total  Response Time 

Application Performance Tests 
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Application Throughput: 
Student Registration Real World Comparison 

Application Performance Tests 
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Scalability test of the Grid : run 5+5 with less 
nodes: 
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Application Performance Tests 
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The Grid can be scaled out to handle the needs of the multiple large 

campuses with the capacity of handling: 
– Users loads from 11,000 simultaneous users actions with sub-

second response times  
– 70,000 courses registered in a hour, 37 times of  
   a SUNY school of 11,000 students 
–  More than 6 sample schools of 175,000 students total 
–  The database instance on the Grid can be dynamically 
    added, dropped and relocated on demand 
–  Grid infrastructure itself can be dynamically scaled out 
    on demand 

Application Performance Tests 
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Dell 16 Node Oracle EBS DB Grid Design  
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• Oracle EBS Database Grid Design 

– Based on 16 Node Oracle 11g R2 Grid Infrastructure 

– Consolidate multiple Oracle EBS Databases 

– Support multiple versions of Oracle E-Business Suites  

– Support multiple versions of Oracle Databases 
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Dell 16 Node Oracle EBS DB Grid Design  
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• Grid System Architecture Design 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Global Marketing 

Dell 16 Node Oracle EBS DB Grid Design  
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• Scalable Grid Hard Infrastructure Design 
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Grid Implementation on Oracle 11gR2 RAC  
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 11gR2 Grid Infrastructure  configuration 

– OS: OEL 5U5 Kernel: 2.6.18-194.17.4.0.1.el5  x86_64 

– Networks configuration                              
                                                              eth0 for public,  
                                                              eth2 and eth3 forms bond0  

                                                                     for private interconnect 
                                                              eth4 and eth5 connected to  
                                                                      EqualLogic Storage 
redundant switches                                     through two redundant  

                                                                      switches 
                                                              32 IPs for ISCSI connections                                       
                                                              16 Public IPs: 
                                                             16 Private IPs 
                                                             16 VIPs 

                                                          3 SCAN-IPs 
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Grid Implementation on Oracle 11gR2 RAC  
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 EqualLogic iSCSI SAN volumes, Raid 1+0 configuration 

– Data Volumes:  17 Lun: 700GB , DATA_1 diskgroup: 12 TB 

– Data Volumes: 9 Lun: 700GB, DATA_2 diskgroup: 6.4TB 
– Reserved for 21 reserved. Total: 47 * 700GB=32TB 
– Data Volume: OCR : 3GB, GRID_1 diskgroup: 3GB 

– Data Volumes: ARCH0-7 : 250GB, ARCH_1 diskgroup: 2TB 
– Data Volumes: FRA0-7 : 250GB, FRA_1 diskgroup: 2TB 

 Establishing host access to EqualLogic volumes  

– Use iscsiadm utility to create iSCSI interfaces 
– Discover the iSCSI volumes 

– Login to iSCSI storage 
– Creation storage multipath devices using Device Mapper 

 11g R2 Grid Infrastructure Configuration 

– GI Oracle HOME(Clusterware and ASM) 
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Grid Implementation on Oracle 11gR2 RAC  
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                    Shared NAS mounted on all 16 nodes 
                        /u01/app/grid/product/11.2.0.2/grid_1 
                   Must run multicast patch before running  
                    root.sh during GI install 
                   Listener running in GI home 
   
                  The ASM diskgroups and ASM disks 
                  create on the EqualLoigc volumes. 
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Grid Implementation on Oracle 11gR2 RAC  
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– Multiple Oracle HOMEs 
– On shared NAS mounted on all 16 nodes, but registered on 

requested instance nodes 
– Pre-11gR2 version databases with 11gR2 GI 

– Required to ping CRS on all 16 nodes 
$GRID_HOME/bin/crsctl pin css -n ausmegnovdev01 
ausmegnovdev02 ausmegnovdev03 
ausmegnovdev04 ausmegnovdev035 
ausmegnovdev06 ausmegnovdev07 
ausmegnovdev08 ausmegnovdev09 ausmegnovdev10 
ausmegnovdev11 ausmegnovdev12 ausmegnovdev13 
ausmegnovdev14 ausmegnovdev15 ausmegnovdev16  
 

– To list pinned node(s): 
[oracle@ausmegnovdev01.us.dell.com /home/oracle] 
$ $GRID_HOME/bin/olsnodes -t -n 
ausmegnovdev01  1       Pinned 
ausmegnovdev02  2       Pinned 
. 
. 
ausmegnovdev16  16      Pinned 

– Multiple Database services:  database instances allocation 
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Deploying Oracle EBS Databases on Grid 
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• Deployment Methods 

– Fresh Install 

– EBS Release 12.1.1 with 11gR1 DB 
– Can be used for new projects/systems 
– For Novora EBS 11i with 11gR1 DB to be upgraded to R12 

with 11gR2 DB 
 

– Clone 
– Cloning is the method we use most as we are migrating 

the EBS databases from individual physical database 
servers to the Grid to consolidate the environments 

– Cloning keeps Oracle Home versions and patch levels, 
configuration, and all business data and setups 

– AD Clone registers the Oracle Home and configure the 
instance environments, such as listener, tns, etc. 
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Deploying Oracle EBS Databases on Grid 
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 Database tier server file system layout after EBS R12 fresh install 
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Comparison and Savings of Before 
and After Consolidation 
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Comparison Before  After 

Number of servers 30+ 16 

Database instances 30+ 50+, Have the capacity for 100+ 

Storage 50+TB total of all servers and DBs 32TB 

Cloning Time 3-5 days/env (10-12 envs/quarter) 2-3days/env (12-15 envs/quarter) 

Patching time 2hrs each server – 60+ hours/quarter 10 hours total/quarter 

DBA time 4 full time 2 full time 

Cost $$$ $$ 
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Solutions,, August 2008. 

http://www.dell.com/downloads/global/power/ps3q08-20080283-SUNY.pdf 

2. Project MEGAGRID: Practical Guidance for Deploying Large Clusters of 

GRID, An Oracle, Dell, EMC, Intel Joint White Paper, December 2004,  

3. Case study: Implementing the Oracle Grid Computing for Multiple ERP 

Applications , Oracle OpenWorld Beijing 2010, Dec 14th, 2010, Beijing, 

China. 

4. Consolidate Oracle E-Business Suite Databases in Oracle Database 11g 

Release 2 Grid: Case Study, John Tao & Kai Yu, Oracle OpenWorld 2011, 

Session ID #0845 

5. Database as a Service - How does Dell do it in a Consolidated Private  

       Cloud? Sreekanth Chintala and Ravi Kulkarni, Oracle Open World 2011,  

       Session ID #10109 

 

 

 

 

 

Reference 

http://www.dell.com/downloads/global/power/ps3q08-20080283-SUNY.pdf
http://www.dell.com/downloads/global/power/ps3q08-20080283-SUNY.pdf
http://www.dell.com/downloads/global/power/ps3q08-20080283-SUNY.pdf
http://www.dell.com/downloads/global/power/ps3q08-20080283-SUNY.pdf
http://www.dell.com/downloads/global/power/ps3q08-20080283-SUNY.pdf
http://www.dell.com/downloads/global/power/ps3q08-20080283-SUNY.pdf
http://www.dell.com/downloads/global/power/ps3q08-20080283-SUNY.pdf
http://www.dell.com/downloads/global/power/ps3q08-20080283-SUNY.pdf
http://www.dell.com/downloads/global/power/ps3q08-20080283-SUNY.pdf
http://www.oracle.com/technology/products/database/clustering/pdf/project_megagrid_practical-guidance-for-deploying-large-clusters.pdf
http://www.oracle.com/technology/products/database/clustering/pdf/project_megagrid_practical-guidance-for-deploying-large-clusters.pdf
http://www.oracle.com/technology/products/database/clustering/pdf/project_megagrid_practical-guidance-for-deploying-large-clusters.pdf
//kyuoracleblog.files.wordpress.com/2011/01/kai_yu_oracle-grid_oow_beijing_new.pdf
//kyuoracleblog.files.wordpress.com/2011/01/kai_yu_oracle-grid_oow_beijing_new.pdf
//kyuoracleblog.files.wordpress.com/2011/01/kai_yu_oracle-grid_oow_beijing_new.pdf
http://kyuoracleblog.files.wordpress.com/2011/10/ebs_dbs_on_11gr2_grid_oow2011_session8945.pdf
http://kyuoracleblog.files.wordpress.com/2011/10/ebs_dbs_on_11gr2_grid_oow2011_session8945.pdf
http://kyuoracleblog.files.wordpress.com/2011/10/ebs_dbs_on_11gr2_grid_oow2011_session8945.pdf
http://kyuoracleblog.files.wordpress.com/2011/10/ebs_dbs_on_11gr2_grid_oow2011_session8945.pdf
http://kyuoracleblog.files.wordpress.com/2011/10/ebs_dbs_on_11gr2_grid_oow2011_session8945.pdf
http://kyuoracleblog.files.wordpress.com/2011/10/ebs_dbs_on_11gr2_grid_oow2011_session8945.pdf


Global Marketing 44 

Thank You and QA 
Contact me at kai_yu@dell.com or visit Kai’s Oracle Blog 

at http://kyuoracleblog.wordpress.com/ 


